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Motivation

River responds to changes 
in geohydrological and 
hydromorphological factors

https://www.nps.gov/subjects/geology/fluvial-landforms.htm
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Commonly used approaches for 
hydromorphology:

 Physical based or 
deterministic models: physical 
laws

 Empirical models: observed 
data and predefined 
relationship

 A nonlinear partial differential 
equations system with initial and 
boundary conditions
 Numerical methods
 Model parameters need to be 

calibrated

ML approaches for hydromorphology:
 Explore complex nonlinear relationship from data set
 Save CPU-time and improve predictive accuracy



Frequently used keywords on river sediment prediction employing artificial intelligence / 
Machine learning models
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• An alluvial stream does not accept any channel form provided for it by humans or nature. Instead, 
it creates the stable or regime channel, which, under ideal conditions, does not vary with time. 

• Conventional regime models: 
 establish the relationship between the geometry of a stable channel (width, depth and slope) 

and the external controls (water discharge and sediment load). 
 are almost empirical methods (need prior knowledge about the nature of the relationships 

among the data) and have restricted ranges of application.
• Artificial neural networks (ANN): 
 learn from data examples to capture the subtle relationships among the data, even if the 

underlying relationships are unknown or the physical meaning is difficult to explain.
 have proven a high tolerance against data sample errors. 

 Develop an optimal ANN model for regime channel characteristics. 

Example 6.1



• The regime channels are assumed to be of the “R-type” (Yalin and da Silva, 2001), 
and thus determined by the bankfull discharge (Q) and the grain size D. 

• A data set of 509 observations collected by different authors has been divided 
randomly into three subsets: 70% for training, 5% for validating,15% for testing. 
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• Since the different behavior of sand- and gravel-bed channels regarding the grain 
size a distinction is necessary: D1 for sand and D2 for gravel.

• Since the difference between max and min water discharge as well as the variation 
of its observation accuracy is very large, the dataset is divided into two groups 
concerning the discharge: Q1 for Q < 2 m3/s and Q2 for the rest.

Data



• The ANN architecture was 
modified by changing the 
number of hidden layers 
and its neurons, the initial 
weights, as well as the 
type of the transfer function 
(>70 models). 

• An optimal model was 
determined based upon 
evaluating the difference 
and correlation between 
the predicted values and 
the desired outputs.
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Designed network



• Performance indices of various methods for the testing data set: ANN is compared 
against the Thermodynamic Entropy Theory (Yalin and da Silva, 2001) and 
the Stability Theory (Julien and Wargadalam,1995). 
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Model evaluation



Explicit ANN-based equations
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• An explicit neural networks formulation has been developed using sigmoidal 
shaped activation functions and optimal weights obtained from training processes.

• The ANN based model is found to be capable of predicting channel regime 
characteristics in a range given for the minimum and maximum data used in 
network training and validation process. 

• The estimations by the ANN model were clearly better than those of two 
conventional approaches, with lower error (RMSE) and higher correlation 
coefficient (R).

• The analytical equations obtained by the ANN can also easily be applied for 
estimating the regime characteristics in other hydromorphological conditions.
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Conclusion
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• 182 measured data sets for the equilibrium 
depth of contraction scour

• Inputs and Output
• Feedforward Multilayer Perceptron (MLP)
• Training and Test: Trial-and-Error

Example 6.2
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Analyze results statistically
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The importance of the individual input 
parameters was checked with a 
sensitivity analysis:

• The contraction ratio is the 
most sensitive parameter, 
followed by the impact of the 
formation of the armoring 
layer for non-uniform 
sediments.
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• The trained network maps non-linear 
input-output relationships in complex 
systems.

• In the form of a matrix equation.

Physical suitability of the ANN-based model



Testing different ANFIS networks and training 
methods.
 Using the zero-order Takagi-Sugeno model

with 4 bell-shaped membership functions
for each input, the Levenberg-Marquardt 
algorithm for training yields best results for
contraction scour depth.
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• Estimation of the sediment load for boundary 
conditions in numerical models.

• Very difficult to estimate accurately in an area 
with a strong hysteresis phenomenon and a 
disproportionate spatio-temporal trend 
between water runoff and suspended 
sediment rate.

• Development of an ANN model combined with 
Discrete Wavelet Transform (WAANN). 

Example 6.3
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• WA-ANN gives good 
results for the extraordinary 
events and fills the gap 
between the intermittent 
measurements of the 
suspended sediment 
concentration (SSC).

• Analysis of the temporal 
change in sediment 
transport rates (SSL) and 
water runoff using non-
parametric trend tests.
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• Using Empirical Formulas to Calculate 
Sediment Transport Rates in Exner's Equation :

 The results of the different formulas often 
vary widely.

 In many cases unsatisfactory morphological 
changes are predicted.
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New concept for hydromorphological modelsystemsExample 6.4



20

 Stable numerical solution with a large time step 
(3000 times larger than using conventional 
numerical methods)
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A new concept for sediment transport in gravel bed riversExample 6.6
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Motivation:  Limitations of current models

• Consider the porosity as a constant
• Fine sediment exchange in the voids 

contributes on morphological changes
• Neglect the fine sediment exchange 

between layers
 Develop  a  framework  combining  

the  Discrete  Element  Method  
(DEM)  and Machine Learning (ANN) 
to predict the porosity and fine 
sediment distribution.

 Analyze the bed characteristics by 
using the developed algorithms and 
applying the  image processing.

 Build  a  new  numerical  model  for  
bed  variation  of  gravel-bed  rivers 
considering porosity variation and 
exchange flux of fine sediment 
between two layers.

 Verify the combine framework of DEM 
and ANN and to test the new bed 
variation model.



24

Verification of DEM porosity simulations

❑ Samples

❖ Pure gravel (a): 1864  
grains porosity 0.3520

❖ Fine fraction 0.4003  
(b): porosity 0.1856,  
355891 grains.

❑ Gravel bed

❖ Flume filled by uniform  
gravel with D = 8 mm
with  the experimental  
porosity.

❖ Porosity obtained from  
DEM simulations in  
comparison with the  
porosity measurement  
of Navaratnam, Aberle  
et al. (2018).
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DEM simulation of fine sediment exchange rates

o (dm/Dm) Larger than 
0.45 impossible to 
get infiltration

o 0.414, 0.40, 0.35, 
0.30 bridging

o 0.25, 0.20, 0.15
partially impeded  
percolation

• Smaller
than 0.1 statistic
percolation

• Different ratios (d/D):  0.45, 0.414, 0.4, 0.35,  0.3, 0.25, 0.20, 0.15,  0.10
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DEM simulation of the infiltration process

Bridging (a):

• Fine grains connect to 
build the ‘bridge’ across 
gravels

Percolation (b)

• Increase of  fine fractions 
near  the flume bed
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Verification of DEM models

• Fine sediment  
distribution

• Compare with Gibson  
(2009) (a, b) and
Gibson (2010) (c, d)

• Good results in  
bridging.

• The wall effects on  
amplitude of wave  
distribution.

• Acceptable agreement  
(percolation)
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DEM based data

500 cross sections  
z- direction for

• Uniform fine 
sediments (2 size 
classes)

• Non-uniform fine 
sediment (9 size 
classes)

• Bridging and 
percolation
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Porosity prediction - (z-direction)

• Bridging (a,b,c)  
Percolation (d,e,f)

• 500 samples were  
used to train the  
ANN

• Classification in 2  
size classes and 9  
size classes
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Fine fraction prediction

• The bed was  
divided in two  
layers.

• In some points,  
the FNN gave  
poor results.

• Acceptable  
results in whole  
domain.

• The framework  
DEM and FNN  
is  successful in 
predicting  
sediment  
distribution



• Using appropriate network architectures and training processes, the ML models can be 
developed for different sediment problems.

• Comparing with the observed data, the performance of the ML models are significantly 
better than those of traditional approaches with lower error and higher correlation 
coefficient.

• The equations obtained from the ML can also be easily applied to estimate the properties 
of sediment transport under other hydromorphological conditions.

• A coupling of ML methods with numerical models provides promising results.

• ML can become a useful tool for sediment transport calculation and modelling 
hydromorphological processes. 
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Notes


